A Model of Visual Attention for Natural Image Retrieval
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Abstract—in this paper, saliency textons model is proposed to encode color, orientation and saliency cue and spatial information as image features for CBIR, where the image representation is so called saliency textons histogram. Experimental results indicate that the performances of saliency textons histogram outperform Gabor filter and multi-texton histogram. The saliency textons histogram can combine color feature, edge feature and spatial layout together. Furthermore, saliency textons model can simulate visual attention mechanism.
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I. INTRODUCTION

Visual attention mechanisms can help humans rapidly to select the key information from visual field. Recently, image retrieval has become a very popular topic in information science, where image retrieval can be classed into CBIR and objects retrieval, but how to extract features from the vast amount of image data is a challenging problem. Image retrieval can benefit from visual attention mechanisms by extraction the features of salient regions. For example shown in figure 1, humans can quickly recognize the differences between two scenes. In recent years, developing visual attention models to simulate visual attention mechanisms have been attracting more and more interest. Since human visual mechanisms remain elusive, it has becoming a hot topic how to build a visual attention model to well simulate human vision mechanism for natural image retrieval or content-based image retrieval.

![Figure 1. An example of the significant difference between two scenes.](image)

In order to build a visual attention model for CBIR, saliency textons model is proposed in this paper. In this model, saliency textons histogram is also proposed for image representation. It can outperform Gabor filter texture descriptor [1] and multi-texton histogram (MTH) [2], where both of them are originally developed for CBIR. Furthermore, saliency textons model can simulate visual attention mechanism to some extent.

In this paper, visual attention mechanisms are used for feature extraction and CBIR. This paper includes five sections. In section II, there are some introductions of related works. The saliency textons model is presented in section III. Performance comparisons among Gabor filter, multi-texton histogram and our algorithm are presented in section IV. In section V, we will conclude the paper.

II. RELATED WORKS

A. Visual Attention Models

Humans have a remarkable ability to implement various visual search tasks, but the mechanism of human visual system remains elusive. There are two main approaches to use the process of feature extraction derive from saliency models, it includes bottom-up model and top-down model. The characteristics of a visual scene are mainly used by bottom-up models, and it belongs to stimulus-driven model, whereas top-down models focus on cognition mechanisms [3]. Several visual attention models have been suggested over the past years. Majorities of those models derived from Treisman theory [4] and the guided search model [5]. Tsotsos et al have presented a visual attention model by using the concept of selective tuning, where a top-down hierarchy of WTA networks is used for tuning model neurons [6]. One of the most famous saliency models was proposed by Itti et al [7]. In this model, an color image is decomposed into three feature channels at multiple spatial scales by using linear filtering, and then the feature of color, intensity and orientation are extracted, where each feature is computed by center-surround operation which is to stimulate the mechanisms of visual receptive fields. In [8], a biologically plausible model has proposed by Walther and Koch. Meur et al have proposed a visual attention model by using a coherent computational approach [9]. Sun and Fisher have developed a visual attention model based on objects [10]. It has combined two new mechanisms about groupings and attention shifts [10]. Borji and Itti have introduced a saliency model by using the rarities property [11]. A review of saliency models can be found in [3] [12], and it will not be considered here.

In summary, those models have been studied in neuroscience and psychology, whereas they still have not been researched within the content-based image retrieval (CBIR) framework. Moreover, how to construct visual attention model
is still an open problem.

B. CBIR Techniques

The classic CBIR techniques are based on global features and local features. In global features-based algorithms, it pays more attention to the whole image, where color, texture and shape are used as visual content. Local features-based algorithms are mainly use keypoints features or salient patches features as image representation. Different kinds of algorithms have been proposed to extract features and used for CBIR.

There are dominant color descriptor, color layout descriptor, and scalable color descriptor in the MPEG-7 standard [1]. Many descriptors have been used for texture representation in current literatures [13-17], where include three texture descriptors in the MPEG-7 standard [16].

In order to improve the discrimination power, combining the texture features and color features can obtain better retrieval performance. There are some descriptors which can combine texture feature and color feature for CBIR or image classification [2] [18-21]. The classical shape features include moment-based descriptor [22] [23], frequency domain methods [24] [25], edge curvature area [40]. Besides, three shape descriptors are used in the MPEG-7 standard [16]. In many cases, it need image segmentation. Since it is very difficult to segment the precise shape, thus many researchers have adopted local features (e.g., key points, salient patches) instead of using the traditional shape features.

Various local features descriptors have been reported in the literature [26-30], where SIFT is the most famous local feature representation. In recent years, Bag-of-visual words have commonly used in objects recognition or scene categorization. In many cases, visual words can obtained by vector quantizing the SIFT descriptors or other local features descriptors. In [31], bag-of-visual words method is proposed to object-based image retrieval. The ideas of bag-of-words derive from text retrieval application, where the vocabulary is constructed by using the clustering algorithm. In [32], the hierarchical k-means algorithm is proposed to construct visual words, and it can result in better performance in image classification. The bag-of-visual words have two major limitations. One is the lack of any explicit semantic meanings, and other is visual words has the ambiguity. In order to address the above shortcomings, many researchers have embedded spatial information or semantic attributes into BOW histogram and therefore reduce those limitations [33-39]. In many cases, bag-of-words models are mainly focus on object-based image retrieval, object recognition and scene categorization, and not real content-based image retrieval.

There are extensive studies about developing visual attention models for object detection or scene categorization. However, developing visual attention models for CBIR need to be further studied, besides, CBIR can benefit from visual attention mechanisms. Thus, we have proposed the saliency textons model. This model can be considered as an improved version of our earlier work (multi-texton histogram) [2] by combining saliency information.

III. SALIENCY TEXTONS MODEL

A. Extraction of the Primary Visual Features

Generally speaking, the primary visual features are mainly included color, orientation and intensity information [3]. In many visual saliency models, “color double-opponent” system is commonly adopted. For example, it is used in Itti visual attention model [3]. Lab color space is colorimetric and device independent [40] [41], where L channel is measured the lightness information, and a and b channels are measured Chroma information. In the saliency textons model, Lab color space is adopted to extract the primary visual features.

In order to obtain color map, the L channel is uniformly quantized into 10 bins, whereas 3 bins for both a and b channels, so that there are 10×3×3=90 color combinations in color map. Let M_c(x,y) denotes the color combinations or color map, as M_c(x,y) = w, w ∈ {0,1,..,N_c - 1}, where N_c = 90.

In this paper, lightness information L(x,y) is used to detect edge orientation O(x,y). Gradient image g(x,y) is obtained by using Sobel operation. Since the computational burden of Gabor filters is much high, we are not adopt Gabor filter for local orientation detection instead of using Sobel operation. After uniform quantization, we can obtain the edge orientation map M_0 = v, v ∈ {0,1,...,N_0 - 1}, where N_0 = 18.

B. The Saliency Map

In order to detect the saliency map, color informationa(x,y), b(x,y) and gradient information g(x,y) are used to create Gaussian pyramid a(σ), b(σ) and g(σ), respectively, where σ ∈ [0 .. 4] is the scale. In Gaussian filter construction, the standard deviation of Gaussian kernel is 5.0. We use across scale subtraction " ⊕ " to simulate the mechanisms of center-surround receptive fields, where two maps are used for this operation, one map at the center (c) scales , other map at surround (s) scales, and yields the so-called feature maps:

\[ F(c,s,a) = |a(c) \bigoplus a(s)| \]  \hspace{1cm} (1)

\[ F(c,s,b) = |b(c) \bigoplus b(s)| \]  \hspace{1cm} (2)

\[ F(c,s,g) = |g(c) \bigoplus g(s)| \]  \hspace{1cm} (3)

After center-surround operation, we can obtain 12 feature maps.

In this paper, we denote  \( \vec{a} \),  \( \vec{b} \) and  \( \vec{g} \) as the individual saliency maps at the scale (σ = 4) by using across-scale addition " \( \bigoplus \) ", where the implementation of the across-scale addition consists of two steps, one is the reduction of each map, other is the addition in the manner of point-by-point. It is similar to the manner of Itti’s saliency model [5].

\[ \vec{a} = \bigoplus \bigoplus |w_d \times F(c,s,a)| \] \hspace{1cm} (4)

\[ c = 0s = 4 \]
\[
\bar{b} = \bigoplus_{c=0}^{3} \bigoplus_{s=4}^{4} |w_d \times F(c, s, b)|
\]

(5)

\[
\bar{g} = \bigoplus_{c=0}^{3} \bigoplus_{s=4}^{4} |w_d \times F(c, s, g)|
\]

(6)

Where \(w_d\) denotes the inhibition term, and \(w_d = 0.01\). In order to obtain a single overall saliency map \(S\), we need to combine \(\bar{a}, \bar{b}\) and \(\bar{g}\) together:

\[
S = \frac{1}{3} (\bar{a} + \bar{b} + \bar{g})
\]

(7)

At last, the single overall saliency map \(S\) would be resized as the same as the original image. As can be seen from figure 2 (e), part of background of image is shielded and pop out the major objects by using the combination of color and gradient information.

In this paper, the single overall saliency map \(S\) is used for further processing and analysis.

C. Texton detection

In this model, we define saliency textons as the small saliency areas that have the similar local structures. In the prior works [2] [18] [20], several texton patterns have proposed for content-based image retrieval. In this model, four texton patterns are adopted to detect textons, and they are denoted as \(T_1, T_2, T_3, T_4\), respectively. They are shown in figure 3 (b). Let there is a grid of size 2x2 in a saliency map \(S\), it has four pixels and denoted as \(V_1, V_2, V_3, V_4\), respectively. If there are two pixels that have the same values, grid can be considered as a texton. In order to denote the pixels which have the same values in 2x2 grid, gray color is highlighted in those pixels.

The working mechanisms of texton detection include some steps:

1. Saliency map \(S(x, y)\) is divided into a set of 2x2 grid, then we begin to detect every grid by using four texton patterns which are shown in figure 3 (b), and then it need to judged whether one of the four texton patterns occur in the grid. This grid can be considered as a saliency texton if that happens, and then the textons areas keep original pixels value. Otherwise all the pixels of this grid will be set to 0 values.

2. The detection procedures are illustrated in figure 4. The areas highlighted in gray color in figure 4(d) are the textons areas, where the saliency textons image denoted as \(T_4(x, y)\) of size \(M \times N\) that is shown in figure 4(e). After saliency textons detection, image representation should be introduced. In stage of image representation, all the values of \(T_4(x, y)\) are reprojected into 0 to 255.

D. Image Representation

In practice, how to integrate saliency information and spatial layout into image representation is a difficult problem. In order to address this problem, saliency textons histogram is propose for image representation. In saliency textons histogram, color, edge orientation, saliency information and spatial information are combined into one whole unit.

The saliency textons histograms of color image are defined as follows:

\[
H_c(C(x, y)) = \left\{ \begin{array}{l}
\sum \sum T_4(x, y) \\
\text{where } C(x, y) = C(x + \Delta x, y + \Delta y)
\end{array} \right.
\]

(8)
\[ H_\theta(x, y) = \left\{ \begin{array}{ll} \sum T(x, y) & \text{where } \theta(x, y) = \theta(x + \Delta x, y + \Delta y) \\ \text{H} & \text{conca}\{H_C, H_\theta\} \end{array} \right. \quad (9) \]

Where conca[.] denotes the concatenation of H_C and H_\theta, where H_C denotes the color co-occurring histogram within the texton image areas, leading to 90 dimension vector, and H_\theta denotes the edge orientation co-occurring histogram within texton image areas, leading to 18 dimension vector. The total dimension of saliency texton histogram is 90+18=108.

IV. THE EXPERIMENTS OF CBIR

In order to demonstrate the performance of saliency texton histogram, Corel-5K dataset and Corel-10K dataset are used for comparisons, there are 50 categories and 100 categories on two datasets, respectively, where every category has 100 images, and the size of every image is 192×128 pixels.

In comparisons, 500 images and 1000 images have randomly selected from two dataset as queries, respectively. For fair comparisons, we have selected two CBIR methods, such as Gabor filter and multi-texton histogram (MTH) [2], where MTH is our prior work. Gabor filter are implemented via three color channels in RGB color space, and result in 48×3=144 vector dimension. The vector dimension of our prior work MTH is 108. Indeed, all three algorithms have integrated color information into image representation.

A. Distance Metric

The commonly distance metrics or similarity metrics can be used to match images, such as Canberra distance [42] is one of the most popular distance metrics. It can be described as follow:

\[ D(T, Q) = \sum_{i=1}^{108} \frac{|T_i - Q_i|}{|T_i| + |Q_i|} \quad (11) \]

If D(T,Q) is small, the two images are similar in their image content.

B. Performance Measures

In CBIR experiments, the Precision and Recall can evaluate the performance of our algorithm [2] [18] [20] [21]. The definition of Precision and Recall can be described as follows:

\[ P(N) = \frac{1N}{N} \quad (12) \]
\[ R(N) = \frac{1N}{M} \quad (13) \]

In the calculation of precision and recall, the top positions is N=12, ever category has M=100 images. In the top N=12 positions, 1N is the number of similar images in those retrieved images. The average results of all queries are evaluated as the final performances.

C. Performance Comparisons

In table 1, there is the performance data on Corel-5k dataset, where the average precision of STH is from about 54% to 57%. In order to obtain the best trade-off between vector dimension and the precision, 90 bins are selected for color quantization and 18 bins are selected for edge orientation quantization.

<table>
<thead>
<tr>
<th>Color bins</th>
<th>Edge orientation bins</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>12</td>
<td>18</td>
<td>36</td>
</tr>
<tr>
<td>180</td>
<td>53.50</td>
<td>54.78</td>
<td>55.65</td>
</tr>
<tr>
<td>160</td>
<td>45.08</td>
<td>47.48</td>
<td>48.15</td>
</tr>
<tr>
<td>90</td>
<td>53.08</td>
<td>55.05</td>
<td>56.32</td>
</tr>
<tr>
<td>45</td>
<td>51.77</td>
<td>53.88</td>
<td>54.62</td>
</tr>
</tbody>
</table>

The performance on the two dataset has showed in figure 5. According to the results of table 1 and figure 5, saliency texton histogram outperforms multi texton histogram and Gabor filter. However, if Corel-5K dataset is used for comparisons, the precision of saliency textures histogram is 20.1% and 6.34% higher than that of Gabor filter and multi-texton histogram, respectively. If Corel-10K dataset is used for comparisons, the precision of saliency textures histogram is 15.17% and 3.34% higher than that of Gabor filter and multi texton histogram, respectively. Gabor filter method achieves the worst performance.

As for the vector dimensionality comparisons, saliency textons histogram has 108 dimension vector, Gabor filter and multi texton has similar vector dimensionality to saliency textons histogram, where Gabor filter are too compute intensive [1][16].

D. Performance Discussion

Figure 6 and 7 has shown two examples that they come from two Corel datasets. In Figure 6, a butterfly image is used as the query. As can be seen from the top 12 retrieved images, those butterfly images have similar texture and color features. In Figure 7, a racing car is used as the query. As can be seen from the top 12 retrieved images, all images are racing car images, where those racing car images have obvious shape features and significant direction-sense. Figure 6 and 7 are only used to indicate that saliency texton histogram can combine color, texture and shape features.

Gabor filter is one of the most popular methods in the extraction of texture features, where the fundamental characteristics of cortex cells can be captured by using Gabor function [43] [44] [45]. It is very suitable for texture representation and discrimination [1] [16]. But the texture feature is only one of the image attributes. Using texture features...
The multi-texton histogram (MTH) is based on Julesz’s texton conception [46]. It has encoded color information and edge orientation information as image representation, thus it can enhance the ability of image description. Nevertheless, the simulation of visual attention mechanism is ignored by multi-texton histogram. In practice, CBIR can benefit from visual attention by extracting the features of salient region.

The saliency textons histogram (STH) has adopted color feature and orientation feature in saliency areas by using two special histograms types. It has taken the advantage of MTH algorithm and has also overcome the shortcoming of MTH that it is not simulating visual attention mechanism. It has introduced saliency information into MTH algorithm and can simulate visual attention mechanism for CBIR. It is the reason why STH can outperform Gabor filter and MTH.

V. CONCLUSIONS

In this paper, the saliency textons model was proposed to encode color, orientation and saliency information and spatial layout as image representation for natural image retrieval or CBIR, where saliency textons histogram is used as image representation. In essence, saliency textons histogram has introduced saliency information into MTH algorithm and can simulate visual attention mechanism for CBIR. It outperforms multi-texton histogram and Gabor filter. It can combine color feature, texture feature, orientation cue and spatial information together.
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